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Learning



Autoencoder

Input: image
Output: image
Measurement: deviation of input to output
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Classifier

Input: image
Output: percentages
Measurement: higher likelihood
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- Separate patient files from 
other files

- Unknown images can vary a 
lot

- Task known as open-set/ 
open-world recognition

Example – Patient files
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All documents from January 2020 – 15’864 documents

Find as many patient files as possible

Evaluate 200 of both “patient file” and “no patient file”

Autoencoder vs. Classifier

Test Case
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Performance

ITERATA EXPLAINS 7

Autoencoder Classifier
# input documents: 15’864 15’864
# patient files found: 709 627
Total run time: 50 min 22 min
Speed: 0.195s/image 0.082s/img



Sample – 400 documents
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Autoencoder Patient file No-Patient 
file

Patient file classified 99% (198) 1% (2)
No-patient file 
classified

1.5% (3) 98.5(197)



Sample – 400 documents
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Classifier Patient file No-Patient 
file

Patient file classified 100% (200) 0% (0)
No-patient file 
classified

2% (4) 98%(196)



Autoencoder:
+ uses less data for training
+ higher capability for generalisation
+ suitable for open-set recognition
+ probability distribution available
- Lower speed ( but still quite low)

Classifier:
+ easy to implement
+ fast speed
- Not suitable for open-set recognition
- Requires high degree of knowledge on unknown

documents
- Can’t be adjusted according to the required uncertainty

Pros and Cons
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Mixture of experts
- Use both autoencoder and classifier in parallel
- Redundancy increases quality
- Independent network architecture and principles avoid

mistakes

Proposed Solution
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Input 

Autoencoder Classifier


